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%The most primary source of Multi-Objective Optimization. This is a chapter in the Book Search Methodologies. Outlines the nature of multi-objective optimization broadly with much information on the nature of Pareto dominance
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This paper surveys the current state of search-based software engineering, which tries to improve software engineering by empowering users to understand the trade-offs inherent in software engineering. Surveys multiple ways to go about MOOP (Multi-objective optimization problems) using various techniques.
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journal = {IEEE Transactions on Evolutionary Computation},  
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volume = {6},  
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}

Proposes NSGA-II, an $n^2$ order elitest genetic algorithm which improves upon NSGA by adding elitism and reducing the runtime. NSGA-II has become a de facto comparison in many MOOP algorithms. It uses Pareto non-dominance sorting with GA style combination/mutation, etc.
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Proposes and new algorithm (AbYSS) to solve MOOPs. It uses scatter search methodology in multiobjective space, and compares its results to the state of the art algorithms NSGA-II and SPEA2.

Applies SPEA-2 (another MOOP problem) to a real world problem to find optimal waveforms for a single platform radar system performing multiple radar tasks concurrently. This paper shows an excellent example of defining multiple objectives in a real world problem and using MO optimizers to solve them.
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  author = {E. Zitzler and K. Giannakoglou and D. Tsahalisi and J. Periaux and K. Papailiou and T. Fogarty (eds and Eckart Zit. Ler and Marco Laumanns and Lothar Thiele)},  
  title = {SPEA2: Improving the Strength Pareto}
The paper cited by #6 which lays out SPEA2. SPEA2 improves upon the oft cited (before the publication of SPEA2) SPEA, which adds in a fitness assignment strategy, density estimation, and manages a better past fit list (a truncated archive of previous solutions). Results are compared with PESA and NSGA-II.

Proposes PESA-II: another MO Optimizer. In this, hyperboxes in objective (or Pareto) space are tested for fitness, rather than individual solutions. This allows for a better spread along the Pareto frontier than individual selection.
Previous to this paper, most objective vectors were scalarized, which creates a set of solutions that tend to bias to particular reasons objective space. Deb & Srinivas show previously used test cases for a proof of concept for GAs including by adding in non-dominating sorting. They also show possible higher dimensionality usability for this.
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Survey current multi-object optimization methodologies. Surveys several GAs as well as other MOO. Each individual method is explained with pros and cons as well as detailed explanations of their basic concepts. Ultimately no single approach found "best."

@ARTICLE{6081882,  
  author={Kocaguneli, E. and Menzies, T. and Keung, J.},  
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  year={2011},  
  month={}  
}
No effort estimation (a MOOP) provides the most accurate models consistently. By combining 9 learning algorithms with 10 pre-processors, 90 solo-methods were generated. These were then tested across 20 effort estimation datasets and evaluated on 7 error metrics. This paper shows some combinations are better than others, even if there is no definitive best.

Defect prediction is an MOOP problem where you try to optimize metrics PD (closer to 1), PF (closer to 0). This tries to turn that into a single-dimension problem by using AUC (area under the optimal curve) as a metric. Proposes an algorithm WHICH (a 1-dimensional optimizer) which
I upgraded to multi-dimension for my master's these (which I called HOW). This uses static code features which can be relatively quickly gleaned from a file compared to less objective metrics.
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%Reference as a counterpoint in 12, Fenton very much argues against using static code features, since finding defects doesn't necessarily link to failures in a product. He reviews various attempts to learn from static code features, and points out the mistakes in them.
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This paper can illustrate how optimization solutions can be brittle, in that they may not have widespread efficacy due to slight changes from area to area. This tries to address this by establishing a robustness metric for requirements engineering (another MOOP).
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Getting back away from defect prediction, this article focuses on requirements engineering for the "next-release" problem. This paper shows how requirements engineering is multi-objective, and using a bi-objective model of optimizing value while minimizing cost. This divides areas into regions, although ultimately the algorithm
suggested is an aggregate fitness function rather than a Pareto optimal space finding solution.
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This paper shows an excellent example of how to breakdown a software engineering problem (specifically, next-release problem) into mathematic constructs with can be used find a Pareto optimal front. This specifically uses NSGA-II to solve the case and compares the results to a single-objective genetic algorithm. Multi-objective finds more solutions along the "important" part of the trade space (where the trade-offs are more visible). Single objective performs better on the extremes, though these aren't as useful.

@inproceedings{Veerappa, 
  author = {Veerappa, V. and Letier, E.}, 
  booktitle = {Requirements Engineering Conference (RE), 2011 19th IEEE International}, 
  title = {Understanding clusters of optimal solutions in multi-objective decision problems}, 
}
Connects multi-objective optimization input and output. In Pareto optimization, very different inputs may lead to similar outputs and vice versa. This would make selecting policies from a multi-objective optimizers to implement is complicated. By clustering input, we can understand the output better. Specifically works in requirements engineering.
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MOO (Multi-objective optimization) referenced as a decision making process (MCDM) using a genetic algorithm. This ends up proposing a very popular MOOP problem which finds the variables that best optimize a space. This frontier is non-continuous non-convex space. It was found using evolutionary GAs.
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A comparison of multiple evolutionary MOO using six proposed test functions (which have become very common tests). Also shows that test problems provide sufficient complexity to mimic real world efficacy of MOO. Shows Elitism is important for evolutionary MOOs.

@INPROCEEDINGS{kursawe,
author = {Frank Kursawe},
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volume = {496 of}
An early example of a MOOP developed for Pareto optimization. Points out shortcomings of single dimension optimization and shows evolutionary strategies and illustrates Pareto Optimization on complex mathematical model.
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Explores the affect of constraints on MOOs. Constraints must be handled within the optimizer and can't be separated from finding the best solutions. Evolutionary Search Algorithms essentially act as unconstrained optimizers, and constraint handling must be taken into account for each test.
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%This paper illustrates how to compare two MOO
tools. It does so using visual graphic
 comparision of results. Additionally numeric
comparisons are used such as adherence to the
Pareto frotier (convergence) spread across the
frontier (dispersion). The two tools were NSGA-II
and OMOPSO. This study claims OMOPSO performs
better than NSGA-II
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booktitle={Requirements Engineering Conference
(RE), 2011 19th IEEE International},
title={Simulating and optimising design decisions
in quantitative goal models},
year={2011},
month={29 2011-sept. 2},
volume={},
number={},
pages={79 -88},
keywords={ambulance service system;automated
techniques;multiobjective optimisation
algorithm;quantitative goal models;requirements
engineering;formal specification;optimisation;},
doi={10.1109/RE.2011.6051653},
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Using MOO principles to choose multiple design policies is the entire point of finding the Pareto frontier. Illustrating the Pareto Space is important to inform how the trade-offs of different client goals interact. Analysing all alternatives is expensive, and at the time this paper was written, dedicated tools didn't exist. MOO was used to study techniques by the London Ambulance service, using a simulation prototype. Showed a need to connect input space to output space.
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This is another example of improving an old algorithm, proposing GDE3. It extends differential evolution to allow for better constraint handling in MOOP. GDE3 is shown to outperform previous GDE's and be comparable to NSGA-II on a limited number of tests.

@INPROCEEDINGS{algo1, 
author={Bo Liu and Fernandez, F.V. and Qingfu Zhang and Pak, M. and Sipahi, S. and Gielen, G.}, 
booktitle={Evolutionary Computation (CEC), 2010 IEEE Congress on}, title={An enhanced MOEA/D-DE and its application to multiobjective analog cell sizing}, 
year={2010},}
Enhances an existing MOO. MOEA/D-DE combines the use of decomposition for evolutionary searching with differential evolution. This shows how to test on multiple benchmark problems and is then tested on several real-world problems. This uses a new replacement mechanism to find better children than the original random selection method. Scaling for DE is also randomized to enhance searching.